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Abstract.
Social networks proliferate daily life, many are part of big groups within social

networks, many of these groups contain people unknown to you, but with whom
you share interests. Some of these shared interest are based on context which has
real-time properties (e.g. Who would like to go to a jazz concert during an AI con-
ference). This paper presents a possible method for identifying such subgroups.
We aim to do this by creating a social graph based on one or more “comparators”;
Frequency (how often two members interact) and content (how often the two talk
about the same thing). After the graph is created we apply standard graph segmen-
tation (clique estimation) techniques to identify the subgroups. We propose a sys-
tem which continuously polls social network for updates, to keep the social graph
up-to-date and based on that suggest new subgroups. As a result the system will
suggest new subgroups in a timely and near real-time manner. This paper will focus
on the methods behind the creation of the weighted social graph and the subsequent
pruning of the social graph.
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Introduction

In recent years, social networks have become prevalent throughout society [1,2]. The in-
creasing importance of social networks drives the increase of users and traffic. However,
increasing the number of users and traffic can easily present itself as a problem to most
users. The “noise”, that is irrelevant information, increases and it becomes harder to dis-
criminate which users and traffic to tune in to, which groups to join and which users you
want to interact with. Thus, developing tools that can help to identify subgroups that are
more relevant to a user, or a group of user is becoming more important.

Recently, work has been done to uncover methods for identifying community struc-
tures from the textual social interaction within a existing structure, see e.g. [3,4]. Most
of these works is centred around the analysis of the social graph, where vertices (peo-
ple) are joined together by links or edges (communication) [5] ); different clustering
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techniques largely developed from different metrics of graphs [6,7,8,9,10], with some of
them having slightly different perspectives [11,12].

The work presented here is part of the on going Societies EU project2 and demon-
strates how directed and broadcast messages in social networks can be harvested and
parsed to build new social graphs. The main focus of this paper is the algorithm that
constructs the social graphs. The rest of the paper is organised as follows: Section 1, give
an overview of relevant related work; Section 2 puts the graph building algorithm into
context by briefly describe the overall architecture; this is followed by a description of
the algorithm developed. The paper ends with a summary and outlook on future work.

1. Background and Related Work

Investigating structures and communication patterns in different forms of social networks
has in the last decade received a growing interest.

Social graph are typically constructed by assigning people to the vertices and their
interaction to the edges. This social interaction can be many things, but traditionally
strength of connections have been popular. The strength is typically measured by count-
ing number of messages. One such example is, Tyler et al., who describe how commu-
nities of practice can be identified from email correspondence within organisations [13].
The communities are identified solely from the sender and receiver of the email cor-
respondence. The process was a two step process for constructing a graph. The graph
consisted of nodes that were the senders and receivers of emails and links emails that
connected the persons. The graph was then used to identify sub-graphs, or communities
of nodes with many links between them.

The idea of counting the frequency of communication can also be employed in more
loose settings. As an example, Gómez et al., build a social network based on the im-
plicit relationship between authors of comments by other users on Slashdot.org [14]. The
graphs build here does not represent a classic social network, but rather dynamic loose
networks based on shared interests.

Assuming that interests form social networks, it would not by unreasonable to as-
sume that these social networks would also share a lingo. Bryden et al, does indeed
demonstrate that communities based on frequency of messages is closely mirrored by
communities based on frequency of words [15]; that is people share a vocabulary with
the people they communicate with.

Communication sharing the same lingo and interests have also been used to build
social graphs. Examples are Lui et al., [16] and Anwar and Abulaish [17]. The latter fur-
ther extends the notion of communities and language. They apply text mining techniques
to generate social graphs based on similar posts. The authors crawls internet forums and
maps, similar to [14], a reply-to relationship. Yet, they extend this by also clustering mes-
sages based on their similarity. This results in a social graph where the edges are a sum
of the reply-to, that is message frequency and similarity.

2Project number: ICT-257493
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2. System

The social graph builder deals with building social graphs centred around relevant users
and groups.

The system is based on analysing activities (a subset of activities as defined in [18]),
which are modeled as data-types consisting of triplets on the form: [sender,receiver,message].
The set of activities harvested is parsed into subset grouped by the sender. Such a sub-
set will contain all activities and textual output from that sender, both directed (e.g. IM
message) and broadcast (e.g. a tweet). All unique permutations of possible pairs of these
subsets are then fed into the comparators. These comparators calculate a weight for the
link between the two nodes in the social graph, if the two nodes already have a connec-
tion the weight is added onto the existing weight. This algorithm is detailed in section
3.1.

Figure 1 depicts the general system architecture which is composed of comparators
acting as components in an ensemble system which rates the strength of a edge in the
social graph.
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Figure 1. The system architecture

Figure 2 depicts the functional implementation of the architecture, as of now we are
running three comparators:

1. Frequency: This comparator calculates a weight on the edge based on the fre-
quency of communication between the two social graph vertices.

2. Content: This comparator calculates a weight on the edge based on the similarity
content of the textual output of the two vertices connected via the edge.

3. Directed content: This comparator calculates the same similarity metric as the
“Content” comparator, however it only analyses a subset of the communication,
the communication being sent specifically between the vertices along the edge.
(Thus the “Content” comparator would capture broadcasts e.g. tweets, and this
comparator would not). However this weight is given greater significance.

3. Method

3.1. Algorithm

The general algorithm will be as follows, given as a input a list of activities where re-
ceiver can be n/a in the case of a broadcast. This can be as a stream or as a batch, as the
algorithm will simply update it’s model for each new activity.
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Figure 2. Functional System Architecture

The weight between two actors (vertices from now) is calculated in the following
manner, the details of these two steps will be presented in subsections 3.3 and 3.2.

1. Calculate frequency of communication between any two vertices in the social
graph.

2. Calculate the distance in content (keywords) between the textual output of every
two vertices in the social graph. This step is actually carried out in two compara-
tors (see section 2) of the functional system, on two different sets of input data,
however the algorithm for comparison is equal.

V1 V2

V3 V4V5 V60.1

0.6

0.7 0.8 1 0.5

Figure 3. An example of a social network after weight calculation

After the network is pruned in the following manner to generate a sub-graph that
captures subgroups:

1. Remove any edges with a weight below a certain threshold.
2. Apply the edge beetweenness algorithm removing N edges.

3.2. Content classification

This is done using GATE[19,20] textual analysis pipeline, ANNIE. ANNIE is applied
much in the same way as in [21]. Using ANNIE we extract keywords from the a given.
Thus we can concat all text from different vertices, and produce a set of keywords for
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Figure 4. An example of a social network after pruning. In this pruning the first stage of the pruning (threshold)
will remove the edge between vertices V 3 and V 5. The second stage of the pruning (betweenness) will remove
the edge between vertices V 1 and V 2. the After this pruning two subgroups are identified; [V 1,V 3,V 5] and
[V 2,V 4,V 6]

Algorithm 1 Generate network, and prune according to threshold. After running this
algorithm the social graph is given by the weight matrix in f w. The original weight
matrix w is also kept for next update of the social graph, when new activities are added
to the stream.

1: for i = 0 to getSize(Graph) do
2: for j = 0 to getSize(Graph) do
3: if i! = j then
4: for k = 0 to getSize(Comparators) do
5: wi j = wi j + runComparator(k,getVertex(i),getVertex( j)))
6: end for
7: end if
8: if wi j < threshold then
9: f wi j = 0

10: else
11: f wi j = wi j
12: end if
13: end for
14: end for

each vertex. This set of keywords can be compared against the set of the opposing vertex,
producing a metric which is input for the weight of the edge between the vertices.

3.3. Graph analysis

After calculating the weighted graph and pruning the graph according to the threshold the
edge-betweenness3 algorithm, also called the Girvan-Newman algorithm[6], is applied.
We chose this algorithm over its faster counterparts e.g. [7] and to an even greater extent
[8] because of its implementation simplicity 4

3The term betweenness in the context of graphs was introduced by [22]
4The algorithm is readily available through the JUNG library: http://jung.sourceforge.net/
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4. Summary and Future Work

This is a work in progress and he current system is limited by the run time of the ANNIE
system, which requires a substantial CPU time for text analysis. This sets a upper thresh-
old for the number of social network vertices and activities per vertex the system can han-
dle before becoming unresponsive. In future versions we plan on implementing a subset
of the ANNIE features, thus reducing the CPU time required for keyword extraction.

In addition we plan on adding a semi-supervised learning algorithm for tuning of
the important parameters such as weight threshold.

Finally the architecture of the system, closely resembling an ensemble system, en-
ables developers to add additional comparators. Thus we look forward to experimenting
with new measurements of “likeness” within social interaction.
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